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Abstract

We will discuss an approach to dialogue act
generation that reflects the multidimension-
ality of communication. Dialogue acts from
different dimensions in the taxonomy used
are generated in parallel, resulting in a buffer
of candidates. The main focus of the paper
will be on an additional process of evaluat-
ing these candidates, resulting in definitive
combinations of dialogue acts to be gener-
ated. This evaluation process is required to
deal with the interdependencies there still
are between dimensions, and involves logi-
cal, strategic and pragmatic considerations.

1 Introduction

In natural language dialogue, participants have to
take into account several aspects of the commu-
nicative process in interpreting and generating ut-
terances. Besides asking questions, giving instruc-
tions, and putting requests, related to some under-
lying task, the dialogue partners should also keep
track of the status of processing each other’s ut-
terances, deal with interaction management issues
such as turn-taking and topic management, and with
social aspects of communication like greeting and
apologising.

These different aspects of communication are re-
flected in the dialogue act taxonomy1 as developed
within Dynamic Interpretation Theory (DIT) (Bunt,
2000). This taxonomy consists of currently 10di-
mensions, each containing communicative functions

1http://let.uvt.nl/general/people/bunt/
docs/dit-schema2.html

addressing one of the aspects. The taxonomy allows
for multifunctional utterances, in the sense that ev-
ery utterance in a dialogue gets assigned at most one
function from each dimension.

This multidimensionality suggests that in generat-
ing dialogue behaviour, participants select dialogue
acts from different dimensions simultaneously and
independently, and then combine them into multi-
functional utterances. However, this combination
process is not straightforward. There are depen-
dencies between dialogue acts from different dimen-
sions that have to be taken into account. For exam-
ple, dialogue acts may be in conflict with each other,
so only one of them can be generated, or a dialogue
act may already be implied by another and a decision
has to be made whether or not to explicitly generate
it. Moreover, not every combination of dialogue acts
can be realised in a multifunctional natural language
utterance, but only in subsequent utterances.

In this paper, we will discuss an approach to di-
alogue act generation that both acknowledges the
multidimensionality of communication and deals
with the problem of interdependencies between di-
mensions. In this approach, we distinguish a sep-
arate process of evaluating candidate dialogue acts
that have been generated on the basis of dimensions
in isolation. In general, the evaluation involves 1)
resolving logical conflicts between dialogue acts, 2)
strategic and pragmatic considerations for prioritis-
ing dialogue acts, and 3) language generation and
non-verbal aspects of realising dialogue acts. Here,
we will particularly focus on the first and second
phases of the evaluation.

We have developed a dialogue manager using
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the abovementioned multidimensional taxonomy in
generating dialogue behaviour (Keizer and Bunt,
2006). Dialogue acts from different dimensions are
generated in parallel through severalDialogue Act
Agentsoperating on the system’s information state.
Each agent is associated with one specific dimen-
sion, and generates contributions related to that di-
mension only. An additionalEvaluation Agenttakes
care of constructing combinations of dialogue acts
for actual generation in system utterances. This
multi-agent design allows to experiment with differ-
ent dialogue strategies and styles of communication,
having their specification concentrated in the Eval-
uation agent. A similar argument is used in (Stent,
2002), discussing a dialogue manager consisting of
three independent agents operating in parallel. The
‘organisation of conversation acts into coherent and
natural dialogue contributions’ is taken care of by
one of these agents, called the Generation Manager.
The distinction between the processes of ‘contri-
bution planning’ and ‘contribution structuring’ has
some similarity with our distinction between the dia-
logue act agents (over-)generating dialogue acts and
the Evaluation agent selecting and combining the re-
sulting candidates. However, contribution structur-
ing deals with interrelationships between thelevels
of conversation acts, whereas our Evaluation agent
operates on the basis of interdependencies between
dimensionsof dialogue acts.

Another multi-agent approach to dialogue man-
agement is taken in JASPIS (Turunen et al., 2005),
a speech application architecture for adaptive and
flexible human-computer interaction. The system
uses so-called ‘Evaluators’ that determine which
agents should be selected for different interaction
tasks, based on evaluation scores. Part of an Eval-
uator’s task may be to decide on a particular dia-
logue strategy by selecting a corresponding dialogue
agent. Our approach of evaluation also involves is-
sues of dialogue strategy, but this is not carried out
by selecting between contributions from alternative
agents for the same task.

2 Dynamic Interpretation Theory

In Dynamic Interpretation Theory (DIT) (Bunt,
2000), utterances in a dialogue are modelled in terms
of combinations of dialogue acts that operate on

the information state of the dialogue participants.
A dialogue act has asemantic content, expressing
what the act is about, and acommunicative func-
tion specifying how the semantic content is to be
taken to change the information state of the ad-
dressee. Communicative functions are organised in
a 10-dimensional taxonomy, in which the dimen-
sions reflect different aspects of communication that
speakers may address simultaneously in their dia-
logue behaviour. In each utterance, several dialogue
acts can be performed, each dialogue act from a dif-
ferent dimension. The overview below shows a lay-
ered structure in which the dimensions are given in
boldface italic. So, besides theTaskdimension, the
taxonomy provides for severalDialogue Controldi-
mensions, organised into the layers ofFeedback, In-
teraction Management (IM)andSocial Obligations
Management (SOM).

• Task/domain: acts that concern the specific underlying task
and/or domain;

• Dialogue Control

– Feedback
∗ Auto-Feedback: acts dealing with the speaker’s pro-

cessing of the addressee’s utterances; contains posi-
tive and negative feedback acts on different levels of
understanding (see below);

∗ Allo-Feedback: acts dealing with the addressee’s
processing of the speaker’s previous utterances (as
viewed by the speaker); contains positive and neg-
ative feedback-giving acts and feedback elicitation
acts on different levels of understanding (see below);

– Interaction management
∗ Turn Management: turn accepting, giving, grab-

bing, keeping;
∗ Time Management: stalling, pausing;
∗ Partner Processing Management:

completion, correct-misspeaking;
∗ Own Processing Management: error signalling, re-

traction, self-correction;
∗ Contact Management: contact check, indication;
∗ Topic Management: topic introduction, closing,

shift, shift announcement;
– Social Obligations Management: initiative and re-

sponse acts for salutation, self-introduction, gratitude,
apology, and valediction.

A participant’s information state in DIT is called
his context model, and contains all information con-
sidered relevant for his interpretation and generation
of dialogue acts. A context model is structured into
several components:

1. Linguistic Context: linguistic information
about the utterances produced so far (an
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extended dialogue history); information about
planned system dialogue acts (dialogue future);

2. Semantic Context: contains current infor-
mation about the task/domain, including
assumptions about the dialogue partner’s
information;

3. Cognitive Context: the current processing
states of both participants, expressed in terms
of a level of understanding reached (see below)

4. Physical and Perceptual Context: the percepti-
ble aspects of the communication process and
the task/domain;

5. Social Context: current communicative pres-
sures.

In keeping track of the participants’ processing
states in the cognitive context, four levels of under-
standing are distinguished: 1)perception: the sys-
tem was able to hear the utterance (successful speech
recognition), 2)interpretation: the system under-
stood what was meant by the utterance (successful
dialogue act recognition), 3)evaluation: the infor-
mation presented in the utterance did not conflict
with the system’s context (successful consistency
checking), and 4)execution: the system could act
upon, do something with, the utterance (for exam-
ple, answering a question, adopting the information
given, carrying out a request, etcetera).

These levels of understanding are also used in
distinguishing different types of auto- and allo-
feedback dialogue acts, each for signalling process-
ing problems on a specific level.

3 Dialogue act generation

The architecture of the dialogue manager is given
in Figure 1. Central is the context model, currently
containing four of the five components defined in
DIT, the Physical & Perceptual Context currently
considered to be irrelevant four our purposes. The
Context Manager takes care of updating the context
model during the dialogue with every new utterance
being produced, be it a user or a system utterance.
Both for interpretation of user utterances and gen-
eration of system utterances, the dialogue manager
makes use of the multidimensional taxonomy. User
utterances are analysed and eventually interpreted

in terms of sets of dialogue acts by the Dialogue
Act Recogniser (DAR), the results of which are then
written in the dialogue history. The Context Man-
ager then takes care of updating the entire context
model and checking it for inconsistencies.

For dialogue act generation, separateDialogue
Act Agentsare used, that each take care of gener-
ating acts from a particular dimension of the taxon-
omy. These generated acts are recorded as candi-
dates in the dialogue future of the Linguistic Con-
text. Currently, five dialogue act agents have been
implemented, covering the five most relevant dimen-
sions for our purposes.

TheTask Agentis associated with the task/domain
dimension: it is responsible for the underlying task
itself. In the case of question answering (QA), it
basically generates answers to domain questions,
where it can turn to either a structured database with
domain information, or to a QA module taking self-
contained domain questions, to retrieve the informa-
tion to be contained in the answers it generates. The
Task Agent operates primarily on the information in
the Semantic Context.

TheAuto-FB Agentmonitors the own processing
state as stored in the Cognitive Context, making sure
that the system correctly understood the user’s utter-
ances. The agent generates negative auto-feedback
acts in case of processing problems and occasional
positive feedback in case of successful processing.

Similarly, the Allo-FB Agentmonitors the part-
ner’s processing state, also in the Cognitive Context.
It generates positive and negative feedback concern-
ing the extent to which the user understood the sys-
tem correctly.

The SOM Agenttakes care of the social aspects
of the communication. It generates reactive SOM
acts to release reactive pressures in the social con-
text (created by initiative SOM acts by the user). It
can occasionally generate initiative SOM acts such
as apologies (for example, after repeated processing
problems).

Finally, theTimeM Agentgenerates pausing acts
in case the system wants to gain time in order to
perform some task, like retrieving information for
answering a domain question.

Although the dimensions of the taxonomy are
supposed to be orthogonal, i.e., dialogue acts in a
dimension are selected independently, there are still
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Figure 1: Architecture of the dialogue manager.

dependencies between the dialogue acts that have to
be taken into account when combining them for ac-
tual generation in multifunctional system utterances.
Therefore, an additionEvaluation agentis intro-
duced that takes care of evaluating these candidate
dialogue acts and decide on definitive combinations
of dialogue acts for generation.

3.1 Design of the Evaluation Agent

The procedure for the Evaluation Agent to schedule
combinations of dialogue acts from the list of can-
didates is subdivided into three phases. In the first
phase, the dialogue act candidates are evaluated for
any inherent dependencies among them. Dialogue
acts from different dimensions may be in conflict
with each other, so only one of them can be selected
for generation, and the other has to be cancelled.
The choice of which one to select and which one
to cancel is based on some priority ordering among
dialogue acts.

The occurrence of dialogue acts having a logical
conflict implies that there is some inconsistency in
the context model. Although this is undesirable and
should be avoided in the design of the dialogue man-
ager, it is nevertheless preferable to design the Eval-
uation Agent in such a way that it can deal withany
combination of dialogue acts, irrespective of how
the candidates were generated on the basis of the
context model.

Moreover, the context model does allow for some
type of inconsistency, and therefore, the generation
of conflicting candidate dialogue acts. During the

updating of the context model with new utterances,
new information that has not been successfully inte-
grated in the context model yet, gets stored in what
is called thepending context, and therefore might
be conflicting with the definitive context. Once the
context manager has detected such an inconsistency,
it records an evaluation level processing problem in
the cognitive context, which could trigger the gener-
ation of a corresponding auto-feedback act. Incon-
sistencies might also occur within the pending con-
text itself.

In the second phase, the remaining list of non-
conflicting candidates is evaluated from a pragmatic
and dialogue strategic point of view. In some cir-
cumstances, depending on the nature of the under-
lying task and the communicative setting, it makes
more sense to postpone certain dialogue acts and
give priority to others.

One type of strategic consideration is related to
the planning of task acts and does not involve the
combination of dialogue acts from different dimen-
sions. For example, if the system has several ques-
tions to ask to the user, it has to decide whether to
combine these questions in a single turn, or to ask
them one at a time, in a particular order, distributed
over several turns. The latter strategy is the more
conservative one, and is used in situations where the
risk of misunderstandings is higher, like in noisy en-
vironments or where the quality of speech recogni-
tion is limited.

Another strategic issue involves the choice
whether or not to explicitly produce a dialogue act
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that is already implied by the other candidates. For
example, a positive auto-feedback act does not need
to be generated explicitly, if an answer gets gener-
ated that already implies this feedback. However,
in some circumstances, there might be good reasons
for explicitly performing the implied dialogue act
anyway.

A third evaluation issue related to strategic con-
siderations is that of dialogue acts being triggered
by reactive pressures, e.g., a thanking down-player
(“you’re welcome”). Such dialogue acts have to be
either generated ‘immediately’, or not at all: they
cannot be postponed. If the system is to behave
very socially and there is less need for efficiency,
it should generate these response social acts more
frequently. This is also true for the generation of
initiative social acts, like apologies and thanking.

Finally, in the third phase, combinations of dia-
logue acts are selected that can actually be realised
in multifunctional system utterances. Some combi-
nations of dialogue acts may not carry any logical
conflicts, but the particular natural language may not
provide a multifunctional utterance for the dialogue
acts to be realised. For example, a question in one
dimension cannot be combined with an inform in an-
other dimension using one single utterance, because
the question requires an interrogative and the inform
a declarative sentence.

Besides the construction of multifunctional utter-
ances, some of the dialogue acts can also be realised
in a non-verbal manner, for example by means of an-
imations on the graphical user interface of the sys-
tem, or by means of gestures made by the system if
it is an embodied virtual agent.

4 Logical conflicts

Suppose the list of candidates contains both a di-
alogue act with an answer function (WH-Answer,
YN-Answer, etc.) and a negative auto-feedback act
on the level of perception or interpretation. Clearly,
it would be absurd to generate both dialogue acts, as
the answer also implies (overall) positive feedback.
One exception would be that the negative feedback
act would be about a different utterance in the dia-
logue history than the question the answer referred
to. In that case, either the feedback act or the an-
swer has to be specific about which utterance in the

history it responds to. The dialogue act combina-
tion should be realised in an utterance following the
pattern ”<wh-answer>, but<neg-feedback>”.

Combining a negative auto-feedback act on exe-
cution level and an answer dialogue act also leads to
a logical conflict, since an answer implies success-
ful execution(-level processing) of the correspond-
ing question. Giving an answer and at the same time
signalling it could not find an answer is inconsistent.
Note that it might be the case that the Task Agent
found one or more answers to a question, but de-
cided they were not reliable enough to present them
to the user. Such answers might be stored some-
where by the Task agent, and possibly generated af-
ter all later in the dialogue, but initially they are not
candidate dialogue acts.

As in the case of answers, all dialogue acts that
have an aspect of referring back to some previous
utterance (or, in terms of the DAMSL dialogue act
annotation scheme (Allen and Core, 1997), that are
‘backward-looking’), imply overall positive feed-
back and hence conflict with negative auto-feedback
in the ways indicated above. In the DIT taxonomy,
this is the case for any type of allo-feedback, for
reactive SOM acts (react-greet, apology-downplay,
etc.) and for dialogue acts with a communicative
function such as Agreement, Correction, and Ad-
dress Request.

5 Strategic issues

Given a list of dialogue act candidates that have no
logical conflicts among them, it is still not just a mat-
ter of simply mapping them onto a multifunctional
utterance. Depending on the situation, it might be
strategically or pragmatically preferable to give pri-
ority to some dialogue acts and postpone or even
cancel others.

Whereas the relative priorities of dialogue acts for
dealing with conflicts are strict in the sense that they
should ensure rational behaviour (which means not
producing conflicting dialogue acts, nor giving pri-
ority to a dialogue act implying positive feedback
over a negative auto-feedback act), those of non-
conflicting dialogue acts can be adjusted for imple-
menting different dialogue strategies and styles of
communication.
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5.1 Negative auto-feedback

If the system encounters processing problems during
the dialogue, it should try to solve these problems,
before attending to any other aspects. So in general,
negative auto-feedback acts should be given priority
over all other dialogue acts.

As we have seen in the previous section, combina-
tions of answers and negative auto-feedback on the
level of either perception or interpretation give a log-
ical conflict. However, combinations of answers and
negative feedback on the level of evaluation do not.
The Task Agent can be triggered by a new user goal,
even if this is part of the pending context only. This
is the case if the dialogue act recogniser was able
to detect a question about the domain in the user
utterance, but the context manager did not check
this new information for consistency with the con-
text model yet, or already detected an inconsistency
(i.e., an evaluation problem was encountered). Now,
the candidates list could contain both an answer to
the question and a negative auto-feedback act on the
level of evaluation.

The example dialogue fragment below illustrates
such a situation in which only the feedback act is
selected for the eventual system utterance. The di-
alogue acts indicated reflect the system’s interpreta-
tion of the user’s utterances. The system encoun-
tered a conflict in his context model, because it be-
lieves that the user can see the ‘send button’ (af-
ter U0), and therefore knows where it is, but it
should also believe that the user wants to know
where the send button is (after U2). This conflict
makes the Auto-feedback agent generate a negative
auto-feedback act on evaluation level, whereas the
recognised user goal in U2 triggers the Task agent to
construct an answer. In the example, the Evaluation
agent selects only the feedback act for generation.

• U0: I see the send button. INFORM(seesbutton)

• S1: okay. POS-AUTO-FEEDBACK-EXE

• U2: where is the send button? WHQ(loc,sbutton)

• S3: but you just told me you saw the send button!
NEG-AUTO-FEEDBACK-EVAL

The answer to U2 is kept in the candidates list un-
til it is clear whether the system had misinterpreted
U0 or U2. In the following dialogue continuation,
the user in U4 corrects the system in his interpreta-
tion of U0, and hence, the answer can be generated:

• U0: I see the send button. INFORM(seesbutton)
[user intendedINF(needsbutton)]

• S1: okay. POS-AUTO-FEEDBACK-EXE

• U2: where is the send button? WHQ(loc,sbutton)
[user intendedWHQ(loc,sbutton)]

• S3: but you just told me that you saw the send button!
NEG-AUTO-FEEDBACK-EVAL

• U4: no, I told you that Ineededit.
NEG-ALLO -FB-INT; INF

• S5: oh, hold on ... the send button is on the bottom right.
POS-AUTO-FB-EXE; PAUSE;

WHA(loc,sbutton,bottomr)

Alternatively, the system misinterpreted U2, in
which case the answer can be cancelled. In the di-
alogue continuation below, the user in U4 corrects
the system in his interpretation of U2, and hence,
the answer has to be replaced:

• U0: I see the send button. INFORM(seebutton)
[user intendedINF(seesbutton)]

• S1: okay. POS-AUTO-FEEDBACK-EXE

• U2: where is the send button? WHQ(loc,button)
[user intendedWHQ(loc,pbutton)]

• S3: but you just told me that you saw the send button!
NEG-AUTO-FEEDBACK-EVAL

• U4: no, I wanted to know where theprint button is.
NEG-ALLO -FB-INT; IND-WHQ(loc,pbutton)

• S5: oh, hold on ... the print button is on the bottom left.
POS-AUTO-FB-EXE; PAUSE;

WHA(loc,pbutton,bottoml)

In the above examples, only the negative feed-
back act was selected for generating S3 and the an-
swer was cancelled. However, the system could also
follow an alternative strategy of generating both the
negative feedback evaluation and the answer, which
would result in something like “the ‘send button’ is
on the bottom right, but didn’t you just tell me you
saw it?”.

5.2 Negative allo-feedback

If the system, after processing a user utterance, has
reason to believe that the user did not correctly un-
derstand the system’s previous utterance, then this
last user utterance may not be so relevant anymore.
Any candidate dialogue acts triggered by changes
in the context model due to this user utterance will
not be so relevant either. Therefore, dealing with
the user’s processing problems should get priority
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over any other aspects. In general, negative allo-
feedback acts should be given priority over other di-
alogue acts, except for negative auto-feedback acts.

In the example dialogue fragment below, user
and system are discussing a music concert by the
Borodin Quartet. The system asks a question and
the user responds with a return question which, to
the system, seems unrelated. After processing U1,
the system could conclude that he misinterpreted the
user, because it expects some answer in the form
of numerical information only. In that case, no an-
swer would be generated as a candidate dialogue act.
Only a negative auto-feedback act on interpretation
level, possibly in combination with a request in the
task dimension would be generated, resulting in sys-
tem utterance (S2).

• S0: how many tickets do you want? WHQ

• U1: how much is the Kronos Quartet concert? WHQ

• S2: Sorry, I do not understand what you mean.
APO;NEG-AUTO-FB-INT

Please indicate the number of tickets you want
REQ

S2a:No, I would like to know the number of tickets
you want NEG-ALLO -FB-INT

S2b:The Kronos Quartet concert is 30 euro,
POS-AUTO-FB-INT; WHA

but I asked about the Borodin Quartet.
allo-fb:INF

S2c:The Kronos Quartet concert is 30 euro. WHA

Another scenario would be that the system suc-
cessfully interpreted U1 as a domain question, but
concludes that the user must have misinterpreted S0.
This causes the generation of two candidate dialogue
acts: a negative allo-feedback act on interpretation
level, and an answer to U1. The particular strategy
of the system will determine whether only the feed-
back act will be generated (S2a), both the feedback
act and the answer (S2b), or even only the answer
(S2c).

5.3 Scheduling task acts

After dealing with any processing problems, the un-
derlying task should be the most important thing to
attend to, so dialogue acts in the task dimension
should get the highest priority, after negative auto-
and allo-feedback acts.

On the basis of the user’s input, the generation of
several task-oriented dialogue acts can be triggered

at once. Some user question or request could trigger
several questions the system needs the user to an-
swer before he can answer the question or carry out
the request. In the case of several task-oriented dia-
logue acts, the relative priorities of these candidates
are based on task-specific considerations. This could
be based on some preferred, logical order in which
subtasks should be carried out; in route-planning for
example, it might be preferable to ask for the desti-
nation location before asking for the date on which
the user wants to travel.

5.4 Positive auto-feedback

Every time the system reaches some level of suc-
cessful processing a user utterance, a positive auto-
feedback act signalling this to the user can be trig-
gered. However, actually generating this dialogue
act in all of these cases leads to a kind of commu-
nicative behaviour that can be experienced by the
user as rather annoying. Instead, positive feedback
should be generated only occasionally, with a fre-
quency depending on the specific communicative
setting.

In the case of dialogues involving the transfer of
important information such as credit card numbers,
it is desirable to give more positive feedback, but
in the case of more informal dialogues, too much
positive feedback should be avoided. Although the
extent to which positive auto-feedback is given can
be taken care of by the Auto-feedback Agent in gen-
erating candidates, it is also a matter of evaluating
such acts against the other dialogue act candidates.
In particular, positive feedback is often already im-
plied by other acts, and therefore does not necessar-
ily have to be generated explicitly.

Also in the case of train table information, like in
the dialogue fragment below, giving positive feed-
back can be a good strategy. After U2, the system
has gathered enough information from the user in
order to answer his original (Indirect WH-)Question
U0. In S3, the system generates this answer, thereby
implying positive feedback about U2. However, suc-
cessful processing of U2 also results in an auto-
feedback candidate act that might be generated ex-
plicitly as well, as is the case in S3’ or S3”. In these
cases, generating the feedback act reflects a strategy
of implicit verification.

• U0: I’d like to know when the next train to Amsterdam is
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leaving. IWHQ

• S1: From where are you travelling? WHQ

• U2: From Tilburg. WHA

• S3: The next train leaves at 10:30h from platform 1.
WHA

S3’: So you want to go from Tilburg to Amsterdam. The
next train leaves at 10:30h from platform 1.

POS-AUTO-FB-EXE; WHA

S3”: The next train from Tilburg to Amsterdam leaves at
10:30h from platform 1.

POS-AUTO-FB-EXE WHA

Another typical example of generating positive
auto-feedback in combination with other acts is in
the dialogue fragment below. The system asks the
user a question (S0), but he is not happy about the
answer given by the user (U1):

• S0: When do you want to go? WHQ

• U1: I want to go to Amsterdam. INF

• S2: Okay, butwhen? POS-AUTO-FB-EXE
NEG-ALLO -FB-INT; WHQ

In S2, the system gives negative allo-feedback
about the user’s interpretation of S0 and positive
auto-feedback about U1. Only after successful inter-
pretation of the previous utterance (U1) as an answer
to his question, the system may conclude that the
user did not correctly understand the original ques-
tion (S0).

5.5 Styles of communicative behaviour

The extent to which positive feedback acts are gen-
erated, is also a matter of communication style, be-
sides the strategic considerations behind it. Com-
munication style is also reflected through the gen-
eration of both initiative and reactive SOM acts. In
more formal, task-oriented dialogues, the generation
of apologies for example should be kept to a mini-
mum, whereas in more informal dialogues, apolo-
gies can make the system’s behaviour more natural
and therefore, pleasant to the user.

Again, the dialogue act agent responsible for the
generation of these acts could take care of the fre-
quency in which these are actually generated, but
this also depends on the other available candidates,
making it an issue for the Evaluation Agent as well.
For example, apologies can be used in combination
with negative feedback acts, but their impact in ut-
terances like “sorry?” is not as high as in utterances
like “I’m sorry, I did not hear what you were say-
ing”.

6 Conclusion and future work

We have discussed an approach to dialogue act gen-
eration reflecting the multidimensionality of com-
munication. Particular focus was on the problem
of dealing with interdependencies between dialogue
acts from different dimensions that have been con-
structed independently. Giving priority to some dia-
logue acts and postponing or cancelling others in-
volved logical, strategic and pragmatic considera-
tions, besides specific language generation issues
that we did not discuss. A separate process of evalu-
ating candidate dialogue acts allows for implement-
ing different dialogue strategies and communication
styles in the dialogue manager.

An interesting topic for future research would be
to look at the possibility to assess the (relative) pri-
orities among candidate dialogue acts from data. An
advantage of this would be that one could easily ad-
just the dialogue manager for different types of dia-
logue (both in terms of the underlying task and style
of communication) by reassessing the priorities with
appropriate data.
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